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SECTION ‘A’

1.(a) Consider a population of size N. Let S, be a simple random sample of size 7, drawn
without replacement. Another simple random sample S, of size n, was also drawn
without replacerpem from the remaining population.

2.(a) (i) Describe a ratio estimator. Obtain the bias of a ratio estimator.

(ii) Under standard notations it is given
N=10,000, n = 100, X =50, ¥ =4500, X =45, s> =25, s =16, and
the sample correlation coefficient between x and y, p=08.
Estimate the population mean using ratio estimator and its variance.  (4+6)
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2.(b) Consider the multiple linear regression model y = X8 + u where
yenxl, X:inxk, B:kx1, u:nxl.

(i) How are the properties of ordinary least squares estimator affected when X and
u are correlated and plim (% X’;..-] is also not equal to zero ?
(ii) Derive the instrumental variables (I'V) estimator of # when the number of

instrumental variables is greater than the number of explanatory variables. Give
its interpretation as a two-stage:least sguares estimator. (5+10)

2.(c) (i) Define exponentially weighted moving average (EWMA) for smoothing a time
series and how canwe use it for adoptive forecasting

(i) Whenwdo we use the triple exponential smoothing. of Holt and Winters ?
Describe it for multiplicative seasonality. (7+8)

SECTION ‘B’
3.(a) . (1) Distinguish between sampling and non-sampling errors,

(i) Describe the effect of non-response on the bias of the sample estimaté of the
population mean under simple random sampling. (5+5)

3.(b) ([ We are interested in the average age of a large population of employees in a
particular service sector. The population is stratified based on the information of
their age. A simplésrandom sample was then taken from each sfrata with a total
size 100, Under standard notations, using the.information given in the table and

ignoring i"pc
Stratum age Ny Y, b ny,
N
5 <40 50%..| 25 16 40
40 50 30% 45 10 20
> 50 20%.J0) [\S8 20U 40

(i) Give the stratified estimator of the population mean. Is this estimator different
from simple mean calculated over all the sample ?

(i1) Give the variance of the estimator in (i).

(iif) What would have been the gain in precision had you resorted to proportional
allocation ? Obtain the strata sample size using proportional allocation.
(3+4+8)
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For estimating mean of the population, show that systematic sampling is more
effective in removing the effect of a suspected linear trend in the population than
simple random sampling. 15

Consider the following two variables linear model with observations taken as
deviation from mean : :

.}’:=ﬁxt+“f s 1= L desuiill
where u,’s follow AR(1) process

= purt e, |p| <l ;
e,’s arediid with mean '@ ‘and variance oZ.

(i) Obtain the' OLS‘and GLS estimators of 3, say b and Prespectively.

(ii) W'r, is'the sample autocorrelation of {x,, r=1, ..., n} of.order one and terms

offorder O(p®F)iare ignored for all (k+7)=3then obtain __‘;:rﬁi (g;.

Comment on the relative efficiency of GLS estimator over OLS: estimator.
' (7+8)

(i) Define finite and infinite distributed lag models.
(ii) How can we estimate parameters and lag length of finite distributed-lag models.

(iii) Consider geometric distributed lag model as a special case of infinite
distributed lag model and obtain its mean lag and median lag; (3+4+8)

(i) Bxplain the method| of principal .component regression for handling the
multicollinearity problem.

(ii) How can we select the number of principal components 10 be omitted using the
scree plot and varianceexplained;criterion ? (6+4)

Explain the technique of ‘concentration curves' assuming Pareto’s form of income
distribution. , 15

Define price elasticity of demand. Given that demand function is p =7 — 8x?, then
for what value of x, the elasticity of demand will be unity ? [Here x is the quantity
demanded and p is the price]. 10
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5.(c) (i) Describe the role of CSO in Indian Statistical System.

(ii) Distinguish between ‘Income Method’ and ‘Expenditure Method’ of estimating
the national income in India. (8+7)

6.(a) (i) Define a Horvitz-Thompson estimator.

e of double sampling inurati

‘random sample of 15 orchards was selected

10 &sumate the average yield of apples in th

. | ! a\'eragt‘-' |e:ld durir evions session was
stimate the ave

previous session | 1401 118

pulation mean in terms of

half the size of thf. clustem ysees:tmg twice as many of them. Show that the
relative efficiency is

1+19p

1+39p
assuming that the inter cluster correlation p and other quantities do not change.
(7+8)
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7.(a) (1) Define endogeneous variables, exogeneous variables and predetermined
\rarlables

(ii) Consider the general structural form of simultaneous equations model and
explain the problem of identification using its likelihood function.

(iii) Determme the rank and order conditions for the identification of a particular

7.(c) i) For estimaf he parameters of a general structural

sthods nt‘wwmgﬂ v

8.(a)

(i1) Stating the underlying conditions, write an MA(1) process as an autoregressive
- process of infinite order.

(iii) How can we identify and select the order of autoregressive and moving average
processes. (8+3+4)
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8.(b) (i) Define spectral density function and normalized form of spectral density
function of a stationary process. Prove that the normalized spectral density
function is a Fourier transform of autocorrelation function (ACF).

(ii) Derive the spectral density function of an AR(1) process. (10+5)

heé periodogram provides an estima
What kind of preprocessing of data is reg

m analysis ?
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